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Abstract
It is shown that the method of moments allows one to calculate the first-
and higher-harmonic susceptibilities of nonlinear stochastic systems with high
accuracy. The dependence of the spectral amplification at the first three
harmonics on the noise intensity is studied. It is shown that stochastic resonance
at the third harmonic occurs at two separate values of the noise intensity for
not too large a bias. Also, it is demonstrated that even when the bias is so large
that the bistable system turns into a monostable one, the stochastic resonant
enhancement of the system’s sensitivity to the external driving field is still
observed at some optimal non-zero value of the noise intensity.

PACS numbers: 0250, 0510, 0540

1. Introduction

The dynamics of nonlinear periodically driven stochastic systems has been the subject of
intense investigations. The primary interest in these systems is due to the fact that they
exhibit a phenomenon of stochastic resonance (SR). SR manifests itself in a non-monotonic
dependence of the signal-to-noise ratio and spectral power amplification on the noise intensity,
D; namely, at a given driving frequency, these two quantities exhibit a peak at some optimal
value of D. The phenomenon of SR was originally proposed as being responsible for the
periodic recurrence of the ice ages of the Earth [1], and later was observed experimentally in
such systems as the Schmitt trigger [2], magnetic submicron particles [3], analogue circuits [4],
ring lasers [5], etc.

At the theoretical level, exact expressions describing the amplification of external signals
in nonlinear stochastic systems can be obtained only for some special cases; for example, SR
with multiplicative noise [6] or in a special type of potential such as a bistable piecewise linear
potential [7, 8]. Therefore, various approximate techniques have been introduced to calculate
the linear and nonlinear susceptibilities of stochastic systems. Of interest are the Langevin-
equation-based analysis [3, 16], adiabatic approximation [17], the two-state theory [9], linear
response theory [10], perturbation theory [11] and the matrix continued fraction method [12–
15, 18]. However, the above-mentioned methods are characterized by long computation times
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when high accuracy is required, are not easily programmed or their application is restricted to
a narrow parameter range.

The purpose of this paper is to introduce an efficient technique to study the linear and
nonlinear susceptibilities of driven stochastic systems. The proposed technique is based on
the method of moments. Although this method has been used previously [16] to calculate the
linear amplification of the external signal, to the best of our knowledge, it has not been applied
directly to studying the amplification properties at higher harmonics.

This paper is organized as follows. In the next section, the application of the method of
moments to the problem of computing the linear and nonlinear susceptibilities of a stochastic
system in a consistent manner is described. Then, its accuracy is demonstrated by a comparative
analysis of the results obtained using the proposed method, numerical solution of the Fokker–
Planck equation and high-frequency asymptotic formulae derived in section 3. In section 4, the
method of moments is applied to study the noise intensity dependence of linear and nonlinear
spectral amplification factors in both bistable and monostable systems. Finally, the results of
the calculations are discussed and the conclusions are presented.

2. Susceptibility calculation using the method of moments

Let us consider the dynamic response of an ensemble of biased overdamped oscillators
characterized by a coordinate x and Hamiltonian

H(x) = − 1
2x

2 + 1
4x

4 − hx (1)

where h is an external bias. The oscillators are driven by Gaussian delta-correlated white noise
of intensity D and external field ε(t). The Fokker–Planck equation (FPE) for the probability
density W(x, t) is

∂W(x, t)

∂t
= ∂

∂x

(
D
∂W

∂x
+

dH

dx
W − ε(t)W

)
. (2)

Let us assume that the external field ε(t) = ε0ei
t is harmonic in time with angular frequency

 and is so weak that the linear response theory is applicable to our system.

Multiplication of the FPE (2) by some function of x, A(x), and integration over x from
−∞ to ∞ yields the following equation of motion for 〈A〉 (provided that the corresponding
averages exist):

d 〈A〉
dt

= D

〈
d2A

dx2

〉
−

〈
G

dA

dx

〉
+ ε(t)

〈
dA

dx

〉
(3)

where G(x) = dH/dx. Here, we have used integration by parts together with the fact that the
distribution function and all of its derivatives vanish at infinity.

By Floquet’s theorem, there exists a time-periodic solution of the FPE with the period of
the external field, i.e.

W

(
x, t +

2π




)
= W(x, t). (4)

This solution can be decomposed into the Fourier series

W(x, t) =
∞∑
n=0

Wn(x) ε
n(t). (5)
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Conservation of the norm of the distribution function W(x, t) implies that∫ ∞

−∞
dx Wn(x) = 0 for n � 1. (6)

The term W0(x) represents the solution of the stationary FPE without external driving

W0(x) = 1

Z
e−H(x)/D (7)

where the partition integral is given by

Z =
∫ ∞

−∞
dx e−H(x)/D. (8)

The average 〈A〉 depends on time as

〈A〉 =
∞∑
n=0

〈A〉n εn(t) (9)

with

〈A〉n =
∫ ∞

−∞
dx A(x)Wn(x). (10)

Substitution of the expansion (9) into the equation of motion for 〈A〉 (3) yields the following
set of coupled equations for 〈A〉n:

D

〈
d2A

dx2

〉
0

−
〈
G

dA

dx

〉
0

= 0 (11)

D

〈
d2A

dx2

〉
n

−
〈
G

dA

dx

〉
n

+

〈
dA

dx

〉
n−1

= in
 〈A〉n n � 1. (12)

In deriving the last two equations, the orthogonality property of the functions ein
t was used.
We are looking for functions Wn(x) in the form

Wn(x) = wn(x)W0(x). (13)

In turn, the functions wn(x) are sought as power series

wn(x) =
∞∑
k=0

wn,kx
k (14)

with (see equation (7))

w0,k = δ0,k. (15)

Here δi,j is the usual Kronecker delta symbol. In order to find the unknown coefficients wn,k ,
we require that equation (12) be satisfied for all moments, i.e. we take

A(x) = xm m = 0, 1, 2, . . . . (16)

In the simplest case m = 0 (i.e. A(x) = 1), equation (12) yields

∞∑
k=0

wn,k
〈
xk

〉
0 = 0 n � 1 (17)
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in agreement with the norm conservation requirement (6). For other choices of A(x), i.e. for
m � 1, we obtain

∞∑
k=1

[
Dmk

〈
xk+m−2

〉
0 + in


(〈
xk+m

〉
0 − 〈

xk
〉
0

〈
xm

〉
0

)]
wn,k = m

∞∑
k=0

wn−1,k
〈
xk+m−1

〉
0. (18)

Here the property of norm conservation (17) was used. The nth-order susceptibility is

χ(n) ≡ 〈x〉n =
∞∑
k=0

wn,k
〈
xk+1

〉
0. (19)

For the purposes of numerical calculation, one has to truncate the power series (14) at
some value of k. In the following calculations, the upper value k = 10 was taken. It was
found that in the parameter range considered, inclusion of higher powers of x did not change
the results by more than 0.1%. The system (18) thus turned into a set of 10 linear equations
that was solved numerically using Gaussian elimination procedure.

3. Accuracy analysis of the method of moments

With respect to the accuracy of the method of moments, it can be verified that at zero
driving frequency, the method yields the analytically exact expressions for the static (
 = 0)
susceptibilities, χ(n)st , namely

χ
(1)
st = 1

D

(〈
x2

〉
0 − 〈x〉2

0

)

χ
(2)
st = 1

2D2

(〈
x3

〉
0 − 〈x〉0

〈
x2

〉
0

) − 1

D
〈x〉0 χ

(1)
st

χ
(3)
st = 1

6D3

(〈
x4

〉
0 − 〈x〉0

〈
x3

〉
0

) − 1

D
〈x〉0 χ

(2)
st − 1

2D2

〈
x2

〉
0 χ

(1)
st .

(20)

These expressions are readily obtained after truncation of the power series (14) at k = 1
and are not affected by inclusion of higher powers of x in (14). As the driving frequency
increases, the accuracy of the method becomes worse, and hence more terms must be included
in the expansion (14). Therefore, in order to show that the method is accurate enough when
only the first 10 terms are taken into account, we obtain approximate analytic expressions for
the susceptibilities in the high-frequency limit, and also calculate the first-order susceptibility
numerically from the FPE.

3.1. High-frequency approximation

In the following derivation, we generalize the approach adopted in [3] to calculate the signal-
to-noise ratio at the second harmonic for a parabolic potential with a weak nonlinearity. We
start with the Langevin equation of motion for the system’s coordinate x

ẋ = −H ′(x) + ε(t) + �(t) (21)

where �(t) is Gaussian delta-correlated white noise with zero mean; that is,

〈�(t)〉 = 0 (22)
〈
�(t)�(t ′)

〉 = 2Dδ(t − t ′). (23)
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In order to find the susceptibility of the system in the high-frequency limit, the coordinate
x is decomposed into two parts:

x = xr + xf . (24)

The component xr describes the motion under the influence of the random force �(t) only and
satisfies the unperturbed Langevin equation

ẋr = −H ′(xr) + �(t). (25)

This implies the Boltzmann distribution of xr given by equations (7) and (8).
The component xf corresponds to the oscillations due to the time-periodic external field

ε(t). Since the amplitude of the external field is small, one can treat xf as a small parameter.
Substituting the decomposition (24) into the original Langevin equation (21) and expanding
the term H ′(xr + xf ) into a Taylor series around xr , the following equation of motion for xf
is obtained:

ẋf = −H ′′(xr)xf − 1
2H

′′′(xr)x2
f − 1

6H
(IV )(xr)x

3
f + O(x4

f ) + ε(t). (26)

Here, equation (25) was used to eliminate the terms ẋr , H ′(xr) and �(t).
Now, we make an explicit assumption that the frequency of the external field is so large

that the random component, xr , does not change considerably during one period of the driving
field. Then the terms involving various derivatives of H(xr) can be treated as constants and
we can write

xf (t) = χ(1)(xr)ε(t) + χ(2)(xr)ε
2(t) + χ(3)(xr)ε

3(t) + O(ε4). (27)

The proportionality coefficients χ(n)(xr) can be interpreted as being coordinate-dependent
susceptibilities of the system. Substituting the expansion (27) into equation (26) and using the
orthogonality of the functions ein
t yields the following expressions:

χ(1)(xr) = 1

H ′′(xr) + i


χ(2)(xr) = −1

2

H ′′′(xr)
(
χ(1)(xr)

)2

H ′′(xr) + i2


χ(3)(xr) = −H
′′′(xr)χ(1)(xr)χ(2)(xr) + 1

6H
(IV )(xr)

(
χ(1)(xr)

)3

H ′′(xr) + i3

.

(28)

The net nth-order susceptibility in the high-frequency limit is obtained after averaging χ(n)(xr)
with respect to xr :

χ(n) =
∫ ∞

−∞
dxr χ

(n)(xr)W0(xr). (29)

This completes the derivation.
We conclude this section with a note that the last expression suffers from what can be

called an ‘infrared catastrophe’. Considering the quartic potential (1), the absolute value
of the susceptibility calculated from equations (28) and (29) unphysically increases as the
driving frequency decreases, and diverges to infinity at zero driving frequency. However,
equations (28) and (29) provide good approximate expressions for the dynamic susceptibility
at large driving frequencies when the requirement of negligibly small change of xr during one
period of the applied field is approximately fulfilled.
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3.2. Numerical calculation of susceptibility from the FPE

The first-order susceptibility was calculated using yet another method based on the numerical
solution of the equation for the function w1(x) (cf equation (13)) derivable from the original
FPE (2):

iωw1(x) = D
d2w1

dx2
− dH

dx

dw1

dx
+

1

D

dH

dx
(30)

with the conditions (see equation (6))

(W0w1)|x→±∞ = 0 (31)∫ ∞

−∞
dx w1(x)W0(x) = 0. (32)

In order to solve equation (30) numerically, a standard Runge–Kutta procedure was
employed. Numerically exact values of the first-order susceptibility were found as

χ(1) =
∫ ∞

−∞
dx x w1(x)W0(x). (33)

Figure 1. The dependence of the susceptibility on frequency at the first (a), (b), second (c), (d), and
third (e), (f ) harmonics. Plots (a), (c), (e) correspond to the real, and (b), (d), (f ) to the imaginary
part of susceptibility. The results are obtained from the method of moments (full curves), numerical
solution of equation (30) (circles) and high-frequency approximation (broken curves).
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3.3. Verification of the accuracy of the method of moments

In order to check the accuracy of the method of moments, the dependences of the first-,
second- and third-order susceptibilities on frequency obtained from this method and from
the high-frequency asymptotic formulae (28) and (29), as well as from numerical solution of
equation (30), are compared in this section.

Figure 1 shows the dependence of the susceptibility on the driving frequency for the first
three harmonics. The value of the external bias is h = 0.2 and the noise intensity is D = 1.
The first-order susceptibility was calculated using the method of moments, the high-frequency
asymptotic formula and numerical solution of equation (30); the higher-order susceptibilities
were calculated using the first two methods.

A very good agreement between the results obtained from the method of moments (full
curves) and numerically exact ones (open circles) is clearly seen from figures 1(a) and (b).
The discrepancy between the two sets of data does not exceed the line thickness on the graph.
It should be noted that the calculations based on the method of moments were about three
orders of magnitude faster than those based on the numerical evaluation of the function w1

from equation (30).
For the higher-order susceptibilities, asymptotic agreement at large frequencies between

the results obtained using the method of moments and the high-frequency formulae (28) and
(29) is obvious from figures 1(a)–(f ). Since the method of moments yields the correct frequency
dependence of the susceptibilities at high frequencies and is analytically exact in the zero-
frequency limit, it can be concluded that it is also accurate in the intermediate frequency
range. Qualitatively similar dependences of the susceptibilities for the first three harmonics
on frequency and close agreement between the results obtained from the three methods was
found for other choices of the parameters.

4. Application of the method of moments for calculating the amplification parameters
of the system

In this section, we study the dependence of the spectral amplification factor |χ(n)|2 on
noise intensity for the first three harmonics. All the results are obtained for the driving
frequency 
 = 0.1. The system under study is a stochastic oscillator in a biased quartic
potential with the Hamiltonian given by equation (1). It is easy to show that for bias fields
h > h0 = 2/(3

√
3) ≈ 0.385, the system becomes monostable.

Figures 2(a)–(c) show the dependence of the spectral amplification factor at the first
harmonic onD for three values of the bias h = 0, 0.3 and 0.6, respectively. The corresponding
plots were obtained using the method of moments as well as the numerical calculation of w1

from equation (30); good agreement between the two groups of data is clearly seen. An SR
peak is observed on all three plots. Increasing the bias h leads to the shifting of the position
of the SR peak to higher noise intensities and to its suppression. An unexpected conclusion
drawn from figure 2(c) is that even for a bias field so large that the system becomes monostable,
SR is still observed as a peak of |χ(1)|2 at some optimal noise intensity.

Qualitatively similar behaviour is found on the spectral amplification on the second
harmonic, |χ(2)|2, versus noise intensity graphs shown in figure 2. It is known [14] that
for symmetric systems, corresponding to zero bias, all the even-harmonic susceptibilities are
zero, and therefore we present only the results obtained for the bias fields slightly less (h = 0.3,
figure 3(a)) and higher (h = 0.6, figure 3(b)) than h0. In both cases, SR is marked by a peak
of the amplification factor |χ(2)|2 that occurs at some D regardless of whether the system is
bistable (figure 2(a)) or monostable (figure 2(b)).
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Figure 2. The dependence of the spectral amplification
factor at the first harmonic on noise intensity. The values
of the bias field are: (a) h = 0, (b) 0.3 and (c) 0.6. The
graphs were calculated from the method of moments (full
curves) and numerical solution of equation (30) (circles).

Figure 3. The dependence of the spectral amplification
factor at the second harmonic on noise intensity. The
values of the bias field are: (a) h = 0.3 and (b) 0.6.

Figure 4. The dependence of the spectral amplification factor at the third harmonic on noise
intensity. The values of the bias field are: (a) h = 0, (b) 0.1, (c) 0.2, (d) 0.3, (e) 0.4 and (f ) 0.5.
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The noise intensity dependence of the amplification factor for the third harmonic, |χ(3)|2,
is shown in figure 4. At zero bias (figure 4(a)), SR seems to occur twice at the third harmonic
as there are two peaks on the |χ(3)|2 versusD graphs. As the bias increases, the peaks become
better resolved, but the low-D peak reduces in height (figure 4(b) and (c)) and disappears
completely (figure 4(d)–(f )) as the bias increases further. Again, we note that even for
large values of h that render the system monostable, SR still occurs on the third harmonic
(figures 4(d)–(f )).

5. Discussion

The phenomenon of SR is usually observed in stochastic systems with more than one
equilibrium state, such as a bistable overdamped oscillator. The physical explanation of SR
that has been widely accepted (see, e.g., [19]) is that under the action of noise, the oscillator
performs random flips from one equilibrium position to the other. Kramers [20] found that the
average flipping frequency depends on the noise intensity in an Arrhenius-like manner

νK ∝ e−$U/D (34)

where $U is the height of the potential barrier separating the two attractors, and the
proportionality constant is related to the curvature of the energy relief at the positions of
stable and unstable equilibria. At some non-zero value of D, the Kramers frequency matches
that of the driving field and thus the random flips of the oscillator become synchronized with
external driving. This synchronization results in the enhancement of the system’s sensitivity
to external driving, and hence in the optimization of the signal-to-noise ratio and the spectral
amplification factor.

Thus, common sense suggests that multistability of a potential is a necessary condition for
SR, ruling out the possibility of SR in monostable systems. Nevertheless, it was proposed [21]
that SR enhancement of the system’s dynamic response has no relation to the matching of
the driving frequency and the Kramers rate. Therefore, it is an interesting problem to find a
monostable system that exhibits SR characteristics.

A non-conventional SR in monostable systems had been reported some time ago [22].
However, such a non-conventional SR was found only in underdamped systems and can
be understood as the noise enhancement of the system’s response under the condition of a
matching of the driving frequency and the natural oscillation frequency of the system. Such
intrawell SR was observed in bistable systems [23] as well. On the other hand, SR in an
overdamped monostable system has been found recently [3]. However, the system studied in
this case was a harmonic oscillator with only a weak nonlinearity that destroyed the symmetry
of the potential but did not affect essentially the system’s response at the first harmonic; thus
the possibility of SR in such systems was established only for higher harmonics. It can be
concluded from the presented results that, contrary to what can be expected, SR behaviour
of the power amplification factor is possible in overdamped monostable systems not only at
higher harmonics, but also at the first harmonic.

The method of moments allows for a simple interpretation of a SR peak at the first harmonic
even in monostable nonlinear systems. Considering the equation of motion for the first moment
only, i.e. truncating the power series (14) at k = 1, yields the following Debye expression for
the first-order susceptibility:

χ(1) = χ
(1)
st

1 + i
τ
. (35)
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Here, the static susceptibility, χ
(1)
st , is given by the first equation in the set of

expressions (20), and the relaxation time, τ , in our dimensionless units is equal to χ
(1)
st .

Equation (35) yields qualitatively the same dependence of spectral amplification on frequency
and noise intensity as that obtained from the inclusion of higher moments.

It is easy to verify that for zero bias, bothχ(1)st and τ are monotonically decreasing functions
of the noise intensity that tend to infinity at D = 0. Thus, the explanation of the SR peak
at the first harmonic is based on the slowing down of the system at low noise intensities.
Although the static susceptibility is large at low intensities of noise, the magnitude of the
dynamic susceptibility (35) is small since the system cannot follow the temporal variations
of the driving field in view of its large relaxation time. As the noise intensity increases, the
relaxation time decreases, resulting in increasing the dynamic susceptibility to a maximum
value at some optimal noise intensity. At still larger values of D, the relaxation time becomes
small enough to allow for coherent oscillations of the average coordinate of the system with
the driving field, and thus the dynamic susceptibility of the systems decreases with D as does
its static susceptibility.

The case when the system is asymmetric, that is, biased potential, is easier to understand.
It is not difficult to verify that for such a case χ(1)st itself has a maximum at some value of the
noise intensity. Thus, the peak on the plot of the first-harmonic amplification factor versus D
at 
 > 0 is qualitatively similar to that observed on the

(
χ
(1)
st

)2
versus D plot. The only effect

of increasing the driving frequency is shifting of this peak to higher noise intensities and its
suppression in height.

6. Conclusions

It is demonstrated that the method of moments is an efficient tool in the studies of the
dynamic response of periodically driven stochastic systems. First-, second-, and third-order
susceptibilities of a biased overdamped unharmonic stochastic oscillator are calculated from
the method of moments and from the high-frequency asymptotic formulae derived in the present
paper. The first-order susceptibility was also calculated numerically from the Fokker–Planck
equation. Good agreement is found between the results obtained using these three methods.

The dependence of the spectral amplification of the first three harmonics on the noise
intensity is investigated. It is shown that when the external bias becomes so large that the
bistable system turns into a monostable one, SR-like behaviour is still observed as a peak of
the spectral amplification factor on the first and higher harmonics versus noise intensity. Also,
it is demonstrated that at not too large a bias, SR on the third harmonic is marked by two peaks
of the power amplification factor as a function of noise intensity, as opposed to only one peak
observed on the first and second harmonics.

Although the application of the method of moments was discussed in the context of
dynamic response of an overdamped oscillator with only one coordinate, it is possible to
extend this approach to a more general case of underdamped systems with several degrees of
freedom. The analysis of this more general situation will be carried out in the future.

Acknowledgments

This work was supported by the Natural Science and Engineering Research Council (NSERC)
of Canada through a postgraduate scholarship to ME and an operating grant to RHP.



Application of the method of moments 2605

References

[1] Benzi R, Parisi G, Sutera A and Vulpani A 1983 SIAM J. Appl. Math. 43 565
[2] Fauve S and Heslot F 1983 Phys. Lett. A 97 5
[3] Grigorenko A N, Nikitin S I and Roschepkin G V 1997 Phys. Rev. E 56 R4907
[4] McClintock P V E and Moss F 1989 Noise in Non-linear Dynamical Systems vol 3 (Cambridge: Cambridge

University Press) p 243
[5] Fioretti A, Guidoni L, Mannella R and Arimondo E 1993 J. Stat. Phys. 70 403
[6] Barzykin A V and Seki K 1997 Europhys. Lett. 40 117
[7] Berdichevsky V and Gitterman M 1996 J. Phys. A: Math. Gen. 29 L447
[8] Berdichevsky V and Gitterman M 1998 J. Phys. A: Math. Gen. 31 9773
[9] McNamara B and Wiesenfeld K 1989 Phys. Rev. A 39 4854

[10] Dykman M I, Luchinsky G G, Mannela R, McClintock P V E, Stein N D and Stocks N G 1995 Nuovo Cimento
D 17 661

[11] Presilla C, Marchesoni F and Gammaitoni L 1989 Phys. Rev. A 40 2105
[12] Risken H 1984 The Fokker–Planck Equation. Methods of Solution and Applications (Berlin: Springer)
[13] Jung P and Hänggi P 1991 Phys. Rev. A 44 8032
[14] Jung P and Hänggi P 1989 Europhys. Lett. 8 505
[15] Jung P and Hänggi P 1991 Phys. Rev. A 44 8032
[16] Dykman M I, Luchinsky D G, Mannella R, McClintock P V E, Soskin S M and Stein N D 1996 Phys. Rev. E 54

2336
[17] Jung P and Talkner P 1995 Phys. Rev. E 51 2640
[18] Bartussek R, Hänggi P and Jung P 1994 Phys. Rev. E 49 3930
[19] Gammaitoni L, Hänggi P, Jung P and Marchesoni F 1998 Rev. Mod. Phys. 70 223
[20] Kramers H 1940 Physica 7 284
[21] Fox R 1989 Phys. Rev. A 39 4148
[22] Stocks N G, Stein N D and McClintock P V E 1993 J. Phys. A: Math. Gen. 26 L385
[23] Alfonsi L, Gammaitoni L, Santucci S and Bulsara A R 2000 Phys. Rev. E 62 299


